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Abstract
Power dynamics in human-human communi-
cation can impact rapport-building and learn-
ing gains, but little is known about how power
impacts human-agent communication. In this
paper, we examine dominance behavior in ut-
terances between middle-school students and
a teachable robot as they work through math
problems, as coded by Rogers and Farace’s
Relational Communication Control Coding
Scheme (RCCCS). We hypothesize that rela-
tively dominant students will show increased
learning gains, as will students with greater
dominance agreement with the robot. We also
hypothesize that gender could be an indica-
tor of differences in dominance behavior. We
present a preliminary analysis of dominance
characteristics in some of the transactions be-
tween robot and student. Ultimately, we hope
to determine if manipulating the dominance
behavior of a learning robot could support
learning.

1 Introduction

As virtual agents are employed in increasingly so-
phisticated capacities, it becomes imperative that
we understand how the complex fabric of human-
human communication translates to human-agent
communication. A large body of evidence indi-
cates that human users automatically and implicitly
assign social characteristics to agents (Fong et al.,
2003; Leyzberg et al., 2011), which may extend
to concepts of power. Lucas et al. (2019) found
that agents have greater informational influence but
less normative influence on human subjects than
other humans, indicating that human-agent power
relationships work differently than human-human
power relationships. Li et al. (2015) found that
an observer’s perception of a robot’s dominance
or submission can impact the observer’s valence
toward the robot, indicating that the power rela-
tionship might impact interactions between user

and agent. Understanding how power can impact
human-agent conversation might be key to building
successful human-agent relationships.

While power is fundamentally important in un-
derstanding relationships and communication be-
tween humans (Dunbar and Burgoon, 2005; Bur-
goon and Hale, 1984; Russell, 1938), humans
may relate differently to agents than to other hu-
mans. Between human conversational partners, a
speaker’s ability to manage social status and ap-
propriately support face claims has been linked
to valence and rapport-building (Spencer-Oatey,
2007), and rapport-building has been linked to pos-
itive educational and goal outcomes (Zhao et al.,
2014). We build on this knowledge about human-
human communication, in combination with previ-
ous work on similarities and differences in human-
agent communication, to study how verbal asser-
tions of or requests for dominance can be predictive
of learning.

As we’ll discuss in further detail in the “Back-
ground” section, gender can play an important role
in power dynamics between human communicators.
Gender-based differences in communication styles
and goals may play a role in human-agent domi-
nance behavior as well as any resulting educational
effects.

In this work we propose two measures to charac-
terize dyadic conversations between students and
a robotic learning companion as they pursue an
educational goal. The control score indicates how
likely the student was to assert dominance over
the robot rather than request dominance (i.e., be-
have submissively) or act neutrally. The agreement
score indicates whether the two speakers were in
agreement about dominance roles rather than com-
peting for roles or behaving neutrally. With respect
to these categories, we propose three research ques-
tions:



1. Is the agreement score predictive of
rapport-building and/or learning out-
comes? Using Brown and Levinson (1987)’s
definition of face as the “public self-image
that every member wants to claim for
himself”, dominance agreement may be
a type of mutual support for a face claim.
Given previous work linking face support
with rapport-building, we hypothesize that
agreement will correlate to rapport and
learning gain.

2. Is the control score predictive of rapport-
building and/or learning outcomes? We
hypothesize that dominance will correlate to
rapport and learning gains based on previous
work correlating human authority with learn-
ing outcomes and correlating dominance with
positive valence toward robots. It’s notewor-
thy that the robot examined in this work is po-
sitioned as a teachable agent who learns with
and from the student, meaning it has a rela-
tively low social position. The control score
in this case may be correlated to the agree-
ment score in that students who are more dom-
inant may be naturally complementary with
the robot.

3. Is the gender of the user predictive of the
control or agreement score? We hypothe-
size that female users will have greater agree-
ment while male users will assert greater con-
trol.

This paper will include a preliminary analysis
of results for a subset of the students involved in
the experiments. The next step will be to compile
results to answer the questions outlined above. Ulti-
mately, it may be possible to manipulate an agent’s
behavior to optimize the dominance behavior of the
user. Burgoon and Dunbar (2000) discuss social
dominance as an inherently dyadic phenomenon
that can be manipulated in an individual by chang-
ing her co-speaker and/or situation, which indicates
that an agent could be designed with dominance
strategies that favor control and/or agreement.

2 Background

Power and dominance have been defined differ-
ently in various works, but for the purpose of this
paper we will use Burgoon et al. (1998)’s defini-
tions. Power, broadly, is the ability to impact the

behavior of others via social means. Dominance is
a dyadic assertion of power. When an assertion is
successful then it pairs with submission, a dyadic
request for dominance. While power is unlikely to
change over the course of a conversation, a single
speaker is likely to both assert and request domi-
nance at various times depending on the context.

Previous work has examined the specific impacts
of power on human relationships with and percep-
tions of robots or agents. Li et al. (2015) found that
human observers perceived a robot to be less trust-
worthy and socially attractive when it displayed
dominant behavior. The study participants were
observing interactions between a robot and an ac-
tor or actress rather than interacting with the robot
themselves, which could be quite different from the
scenario in the study described here. However, the
authors’ results may suggest a relationship between
dominance behavior and a user’s valence toward
a robot. Hashemian et al. (2018) and Hashemian
(2019) propose that modeling realistic social power
relationships will make for more believable and
more persuasive agents.

Some aspects of a human-agent power relation-
ship could mirror outcomes observed in human-
human power relationships. Howley et al. (2011)
found that, in a group study context, a student’s au-
thoritativeness was predictive of his or her learning
gains. This study examined authority as a monadic
power behavior, while dominance is a dyadic power
behavior. Still, the authors’ coding scheme for au-
thoritativeness had a fair amount of overlap with
our dominance coding scheme, and the authors dis-
cuss the impact of using authoritative utterances
to position themselves within the group in a man-
ner that is similar to assertions of or requests for
dominance. If the findings of Howley et. al. ex-
tend to human-agent relationships, it’s likely that a
student’s dominance over a robotic learning com-
panion is predictive of learning.

Gender can also shape power relationships be-
cause female and male speakers tend to commu-
nicate with different goals and styles. Lakoff
(1975)’s classic work on gender, power, and lan-
guage presents female communication styles as
“low-power,” or designed to conform to social pres-
sures for women to be less assertive or direct. In
contrast, Bradac and Mulac (1995) found that,
while women tend to communicate less directly
than men, these differences are not necessarily tied
to power. In a survey of publications related to



gender and discourse, Bucholtz (2003) points out
that findings of female indirectness can be Western-
centric, but her findings do support men as more
dominant communicators, while women are more
likely to use their communication to maintain re-
lationships. Similarly, Tannen et al. (1990) found
that women are more likely to prioritize rapport-
building in conversation while men are more likely
to speak to build or maintain social status. This
suggests that male speakers may tend to have a
higher control score in conversation while women
may tend to have a higher agreement score.

3 Experiments

We examined transcripts from a study using a NAO
robot (https://www.softbankrobotics.com/us/NAO)
as a teachable agent. As explained by Lubold
et al. (2019), “Teachable agents are pedagogical
agents that employ the ‘learning-by-teaching’ strat-
egy, which facilitates learning by encouraging stu-
dents to construct explanations, reflect on miscon-
ceptions, and elaborate on what they know.” Stu-
dents were asked to spend 30 minutes teaching
the robot to solve problems involving proportions,
equations, and ratios using spoken language and
a touch-screen interface on a Microsoft Surface.
The dialogue system used Google Speech API for
automatic speech recognition (ASR) in real time,
but the results from this paper are based on a hu-
man transcription of the audio recordings from Rev
(https://www.rev.com/).

The study involved 48 students between the ages
of 12 and 14, 26 female and 22 male. The NAO
robot in this study was named “Emma.” This study
involved three conditions: (1) a non-social condi-
tion, (2) a non-social condition with acoustic en-
trainment, and (3) a social condition. Each par-
ticipant was given a math pre-test and post-test to
show learning gains. They also completed a post-
survey with questions used to calculate a rapport
score. More information on this study can be found
in (Lubold et al., 2019).

4 Coding Scheme

For our examination of dominance behavior in
the study transcripts, we used Rogers and Farace
(1975)’s Relational Communication Control Cod-
ing Scheme (RCCCS), which involves three levels
of coding. First, each conversational turn is given a
numeric code based on message format (assertions,
questions, talk-over, etc.) and response mode (sup-

Figure 1: The NAO robot with a student.

port, non-support, instruction, topic change, etc.).
It’s noteworthy that this coding is inherently dyadic
- a particular utterance might be coded differently
depending on the other speaker’s previous utter-
ance. For example, the utterance “the answer is
three” might have a numeric code of 14 (assertion,
answer) if the speaker used this message to answer
a question, 13 (assertion, extension) if it were sim-
ply an observation, or 43 (talk-over, extension) if
the speaker interrupted the other speaker.

For the second coding level, the numeric codes
are translated to a control code: “one-up” (↑), “one-
down” (↓), or “one-across” (→), depending on
whether the speaker is attempting to exert rela-
tional control, submitting to relational control by
the co-speaker, or neither. Table 1 shows how some
of the more common numeric codes translate to
control codes. Finally, each pair of turns is then
grouped into an agreement code: complementary
transactions (↑↓ or ↓↑) where both speakers agree
about their dominant/submissive pairing, symmetri-
cal transactions (↑↑, ↓↓, or →→) where the speak-
ers do not agree, and transitory transactions where
exactly one of the turns is one-across and the speak-
ers can’t be said to either agree or disagree.

We made one significant change to the RCCCS
coding to account for pedagogical questions. Ped-
agogical questions, as defined by Yu et al. (2019)
are “questions asked by the person who knows the
answer (or might reasonably expected to know the
answer) to someone who may not know the an-
swer, with the goal of eliciting learning.” Lexically
and syntactically, a pedagogical question might
be indistinguishable from an information-seeking
question; the underlying intent may be inferred



Message Format \ Response Mode 1 (Support) 2 (Non-support) 3 (Extension) 4 (Response)
1 (Assertion) ↓ ↑ → ↑
2 (Question) ↓ ↑ ↓ ↑
4 (Talk-over) ↓ ↑ ↑ ↑

Table 1: Partial table translating some of the more common RCCCS numerical codes to control codes. The full
RCCCS has five message format codes and ten response mode codes. We added an additional response mode for
pedagogical questions that is always coded “one-up” (↑).

by the roles of the interlocutors. For example, a
student asking a teacher, “what is five plus eight”
may be seeking information while a teacher asking
a student the same question is most likely asking
pedagogically. The RCCCS was not developed to
specifically cover pedagogical dialogue and does
not explicitly handle this type of question. Ques-
tions that are asked to provide assistance are coded
as “one-down.” Questions issued as instructions, or-
ders, or as an answer to another question are coded
as “one-up.” To avoid confusion or ambiguity, we
created a special code for pedagogical questions,
which translates to a “one-up” code. This code
was only used for the student because the student
was assigned to the “tutor” role in the conversation.
All of the robot’s questions were presumed to be
information-seeking.

Emma was designed to be a teachable robot,
which implies a lower social position than a tu-
tor. Much of what it is programmed to say could
be categorized as questions and/or statements of
agreement or support, all of which tend to be coded
as “one-down” in the RCCCS. Thus, we expect to
see some correlation between dominance behavior
and agreement behavior.

5 Discussion and Results

Two independent coders coded transcripts for 15
students from the “Emma” study with a Cohen’s
Kappa of .819 on the numerical coding of 45.0%
of the conversational turns. One student was ex-
cluded due to extensive technical problems with
the robot. For the remaining 14 students, we coded
a total of 1578 conversational turns, averaging 113
turns per conversation (52 average turns for each
user, 61 average for the robot for each conversa-
tion) with a standard deviation of 16.6 turns per
conversation. For each participant, we calculated
a control score that is the percentage of the partic-
ipant’s total conversational turns that were coded
as “one-up,” or dominant. This score excludes the
robot’s conversational turns. For each participant,

Part. Gender Control Sc. Agreement Sc.
1 male 0.7045 0.6705
2 female 0.7647 0.6863
3 female 0.7500 0.6818
4 male 0.6923 0.6410
5 female 0.7174 0.5761
6 male 0.6491 0.5446
7 female 0.5536 0.4821
8 female 0.7213 0.5984
9 female 0.8444 0.7444
10 female 0.5744 0.5532
11 male 0.6471 0.5392
12 female 0.5522 0.4925
13 male 0.4630 0.4074
15 male 0.5738 0.4426

Table 2: Control and agreement scores for a subset
of participants. The control score is the percentage of
the user’s conversational turns that are “one-up.” The
agreement score is the percentage of transactions (pairs
of turns between the user and robot) that were comple-
mentary.

we also calculated an agreement score that is the
percentage of transactions (pairs of conversational
turns between the robot and the participant) that
were coded as complementary (↑↓ or ↓↑). The
scores are displayed in Table 2.

The 14 students have a mean control score of
0.6577 and a median control score of 0.6707. This
is supportive of our hypothesis that students would
tend to assert control when interacting with Emma
given Emma’s low power positioning as a teachable
agent. By contrast, Emma had only 61 “one-up”
turns over a total of 855 turns conversing with the
14 students, giving the robot an aggregate control
score of 0.0713. Table 2 also provides some sup-
port for a correlation between a student’s control
score and agreement score. The mean agreement
score is 0.5757 and the median is 0.5646. Given
the fact that so few of Emma’s utterances were
“one-up,” it makes sense that a participant’s “one-
up” messages will be more likely to pair with a



“one-down” message from Emma to create a com-
plementary transaction (↑↓ or ↓↑).

Using the RCCCS, information-seeking ques-
tions tend to be coded as “one-down”, as do state-
ments of support or agreement like “yes” or “great.”
Instructions and direct informative answers to ques-
tions are always coded as “one-up.” Conversations
with Emma often follow a pattern of Emma asking
a question or making a supportive statement (both
of which are typically coded as “one-down”) fol-
lowed by the participant providing an answer or
instruction (coded as “one-up”). This pattern is il-
lustrated below in the conversation excerpt between
Emma and User 8:

↓ Emma: This time I have the unit rate and I
know how much battery I use in one hour. So I
know three times one is three. What do I do next?

↑ User 8: So something has to equal three hours.
So we need to figure out what would equal three
hours, so we would use one because one times
something equals three.

↓ Emma: So I have three over forty and I multi-
ply it by three because I have three hours instead
of one? And that’s it?

↑ User 8: So you would do one times three.

Emma asked two questions, which User 8 an-
swered directly with instructions about how to
solve the problem. Both of User 8’s messages
were coded “one-up,” which complements Emma’s
“one-down” messages. This pattern works similarly
when the user asks pedagogical questions, such as
this excerpt from User 15:

↓ Emma: This time I have the unit rate and I
know how much battery I use in one hour. So I
know three times one is three. What do I do next?

↑ User 15: One times three equals three. Three
over 40 [inaudible 00:02:08] times three equals?

One reason that a student might receive a lower
control or agreement score is by minimally partici-
pating. The RCCCS considers a response of “yes”
without elaboration as “support” and this is coded
as “one-down.” Similarly, a response of “okay” is
considered an “extension” (a neutral continuation
of the conversation) and is coded as “one-across.”
Either type of response from a student will reduce

the control score, and will also reduce the agree-
ment score if paired with a message from Emma
that is also “one-down.” This excerpt from User
13’s transcript provides an example:

↓ Emma: I’m thinking. So if I look at the ratio
of one to three. Three is three times more. Right?

↓ User 13: Yes.

↓ Emma: I was thinking that three times more
than three would be nine. What do you think?

↓ User 13: Yes.

In this case, the student’s low-control behavior
may be indicative of a lack of engagement. Be-
cause all of the messages in the above excerpt are
coded as “one-down,” all of the transactions (pairs
of messages) disagree with each other (↓↓) and
are considered symmetrical. This means that they
lower the agreement score for this conversation. A
transaction in which both messages are coded as
one-up (↑↑) would also be symmetrical.

Among the fourteen students examined in this
work, the overwhelming majority of “one-down”
control codes were due to brief agreement re-
sponses such as “yes” or “correct.” We do see some
non-pedagogical questions from students that are
coded as “one-down,” the most common of which
is simply asking the robot to repeat itself. We also
see some words of encouragement or more elabo-
rated statements of support, such as this exchange
with User 8:

↓ Emma: I was thinking that three times more
than three would be nine. What do you think?

↓ User 8: Three times three equals nine.

→ Emma: Okay I will put the answer is nine.

↓ User 8: Good job.

In other cases, a symmetrical transaction may be
less due to the student’s behavior than the robot’s.
Earlier in the same exchange between the robot
and User 13, Emma says “okay,” which is coded
as “one-across.” This utterance is neither dominant
nor submissive:

↓ Emma: Can you give me a hint to figure out
how much paint I need for my body?



↓ User 13: Yes.

→ Emma: Okay.

↑ User 13: You have to add six and three.

The “okay” message is part of two transactions:
the pair of messages that begins when User 13 says
“Yes” (↓→) and the pair of messages that begins
with Emma’s “Okay” message and ends with the
user instructing Emma to add six and three (→↑).
Both transactions are coded as transitory because
they neither agree nor disagree. A transitory trans-
action will also lower the agreement score.

The control and agreement scores are also im-
pacted when the robot utters a message coded as
“one-up.” Of Emma’s 61 “one-up” turns, exactly
14 (one per student) are due to her initiating the
conversation. The RCCCS almost always codes an
initiation statement as “one-up.” While the robot
described in this work always initiates the conver-
sation verbally, this initiation does not occur until
the student has begun using the tablet interface. It
is not clear whether human users react to a verbal
initiation from the robot in this case as they would
to a similar initiation from another human. One
of Emma’s “one-up” turns is due to her changing
the topic. Another 22 “one-up” turns are due to
Emma issuing an instruction or order. Some of
these are problem-related, such as “Help me fig-
ure out an equation for Zach!” Others relate to
moving through the problem set, such as “Press the
start teaching button and we can get started!” The
remaining 24 “one-up” turns were caused by two
phenomena related to technical problems with the
robot: disconfirmation (15 turns), which is always
coded as “one-up” in the RCCCS, and talk-overs
(nine turns), which are often but not always coded
as “one-up.”

A disconfirmation occurs if one speaker utters
something that requests a response and the other
speaker ignores that request. Emma utters a discon-
firmation if user asks Emma a question not handled
by the dialog system:

↑ User 15: One battery equals how many hours?

↑ Emma: Okay that makes sense.

A talk-over is an interruption, which might occur
if the participant speaks softly or Emma otherwise
cannot detect that the person is speaking. It is un-
clear whether human speakers display the same

dominance behavior in reaction to a robot/agent
disconfirmation or talk-over as they would to a hu-
man co-speaker making the same type of utterance.

These 14 participants include six male and eight
female students, but there are no apparent patterns
between gender and either control score or agree-
ment score. Viewing the results from the full set of
participants for both studies may provide additional
information.

The next steps for this study involve coding
the remaining participants in the NAO robot stud-
ies and investigating possible correlations between
control and agreement score versus learning gain,
rapport score, and gender. If the hypotheses of this
paper are supported, a logical next step would be
to design an intervention to determine a causal re-
lationship and to see how students react to a robot
or agent that can adapt its dominance behavior.

Previous work could provide a direction for such
an intervention. Worgan and Moore (2011) propose
a strategy of observing entrainment in prosodic and
spectral features of speech to determine the rela-
tive social power of the interlocutors. Danescu-
Niculescu-Mizil et al. (2012), like Worgan et. al.,
proposes using entrainment to detect power dif-
ferences, but the authors focus on lexical entrain-
ment rather than entraining on prosodic features.
Danescu-Niculescu-Mizil et al. (2013) formulated
a computational approach to detecting politeness
in online conversations and found a negative cor-
relation between politeness and the relative social
status of the speaker. While neither social power
nor social status are the same as dominance, they
are sufficiently related to suggest a promising re-
search direction.

Power and dominance behaviors are a major
contributor to human relationships and human-
human communication; research indicates that they
might be important in human-agent relationships
and communication as well. The results of this
study may suggest an important research direction
to improve rapport-building with and learning gains
from pedagogical agents.
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