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Introduction
● Project-based learning is increasingly utilized in STEM and 

artificial intelligence (AI) education
○ increased engagement (Kokotsaki, 2016)
○ deeper understanding of complex concepts (Guo, 2010)

● Major challenge of project-based learning
○ evaluating learner projects 
○ providing timely feedback
○ time-consuming and resource-intensive

● LLM might help
○ They have shown promising results in grading short answers 

(Funayama, 2023) and evaluating essays (Mizumoto, 2023)
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 Growing momentum to teach AI across K-12 classrooms
 Most current AI curricula and tools are used in informal 

learning settings (Song et al., 2023; Kim & Kwon, 2024)
 Opportunity to embed AI learning into core subjects like 

science
 Conversational AI (e.g., Siri, Alexa, ChatGPT) is already part of 

students' everyday experiences

What about using LLMs to assess 
computational artifacts (both technical 

and creative aspects)? 
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Chatbot 
Development 

Platform: 

AMBY
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Research Questions

● RQ1: How do LLMs perform in assessing different 
aspects of computational artifacts?

● RQ2: What are the tradeoffs among different 
prompting strategies?
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● Two-week middle school AI summer camps over two 
years (Katuka et al., 2023; Song et al., 2023)
○ general CS and AI lessons
○ conversational AI (AMBY) lessons
○ unplugged activities
○ chatbot project development 

● 75 chatbot projects collected
○ 66 created by middle school learners, 9 by 

undergraduate learners during pre-camp workshop

Context: Middle School AI Summer Camp
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1. Greet intent
2. Default fallback intent
3. Follow-up intents
4. Training phrases
5. Responses
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Chatbot Artifact Rubric Dimensions

 Each dimension rated as 1-4
 Rubric Cohen’s kappa = 0.82



Chatbot Artifact Rubric Dimensions

1. Greet intent
2. Default fallback intent
3. Follow-up intents
4. Training phrases
5. Responses

Conversational 
Design

AI 
Development

 Each dimension rated as 1-4
 Rubric Cohen’s kappa = 0.82
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Artifact Dimensions Statement for Score of 3 (Meeting expectations)

Greet intent At least one customized greet response demonstrating its 
purpose. May not set exact user expectations.

Default fallback 
intent

At least one customized default fallback response that 
can redirect the users.

Follow-up intents

Multiple logical follow-up intents. Each follow-up intent is 
related to its parent intent mostly logically and can be 
triggered properly based on the responses from their 
parent intents.

Training phrases Most training phrases are ample, cohesive, and varied 
within the intent.

Responses At least one response is of appropriate length, logical, 
conversational, and mostly free from grammatical errors.

Chatbot Artifact Rubric Statements



LLM-based Project Assessment Implementation

● LLM4Qual open-source framework for experiment
○ github.com/msamogh/llm4qual

● GPT4 (state of art LLM in Jan 2024)
● Four prompting strategies:

○ zero-shot-basic
○ zero-shot-rubric
○ few-shot-basic
○ Few-shot-rubric

● Data Splits: training, validation, testing
● Prompt Engineering
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Prompt Template
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Prompt Strategies



Evaluation Metrics 

● Human-GPT4 alignment 

○ Spearman correlation (ρ)

○ Weighted Cohen’s Kappa (QWK)

13



Results
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RQ1: How well do LLMs perform?
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RQ1: How well do LLMs perform?
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LLM Challenges: 
1) carry out complex reasoning across multiple intents

2) infer the logical progression of the conversation.



RQ2: Trade-offs among prompt strategies 
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Evaluation of Greet Intent 
Response of a Chatbot: 

“Hey, bro! My name is M&P 
game reccs, and you can 
ask me to start the quiz for 
my cracked game quiz to 
give you a board game rec, 
man! ” 

Human vs GPT-4 Scoring and Rationale



Main Takeaways
● LLM-based artifact evaluation is task-dependent: strong on 

simple tasks, weaker on complex reasoning across intents.

● Few-shot prompting with examples improves grading accuracy.

● In cold-start cases (when no examples available), adding a 
rubric helps accuracy.
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A blurb about our follow-up study
● Manuscript in preparation: Too Skeptical or Not Skeptical 

Enough? Middle School Student and Teacher Perceptions of 
LLM-Based Project Assessment
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Be on 
arxiv 

soon :)
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