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Abstract
Linguistic alignment, the tendency of speakers to share common linguistic features during 
conversations, has emerged as a key area of research in computer-supported collaborative learning. 
While previous studies have shown that linguistic alignment can have a significant impact on 
collaborative outcomes, there is limited research exploring its role in K–12 learning contexts. This 
study investigates syntactic and lexical linguistic alignments in a collaborative computer science–
learning corpus from 24 pairs (48 individuals) of middle school students (aged 11–13). The results 
show stronger effects of self-alignment than partner alignment on both syntactic and lexical levels, 
with students often diverging from their partners on task-relevant words. Furthermore, student 
self-alignment on the syntactic level is negatively correlated with partner satisfaction ratings, while 
self-alignment on lexical level is positively correlated with their partner’s satisfaction.
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1 Introduction

Conversation plays a crucial role in human interaction, allowing us to communicate, collaborate, 
and build relationships. During conversation, linguistic alignment, also known as entrainment, 
convergence, or adaptation (Friedberg et al., 2012; Gallois et al., 2005; Lubold et al., 2021), arises 
when speakers (interlocutors) share common linguistic features, such as word choice or syntactic 
structure. Linguistic alignment is especially crucial in collaborative learning settings, where learn-
ers interact together and share their knowledge and skills to reach a specific learning goal (So & 
Brush, 2008). In this process, interlocutors exchange ideas constantly and construct shared mental 
models and mutual understanding of the task (Ludvigsen et al., 2018). This alignment process cre-
ates a “conceptual pact” where interlocutors establish a common way of referring to objects, which 
they utilize throughout their discourse (Brennan & Clark, 1996; Garrod & Pickering, 2004).

Linguistic alignment has been linked to various social and learning outcomes in collaborative 
contexts, such as task success (Friedberg et al., 2012; Hirschberg et al., 2008), interpersonal rap-
port (Duran et al., 2019; Madaio et al., 2018; Sinha & Cassell, 2015), and learning (Mitchell et al., 
2012; Sinha & Cassell, 2015). One type of collaborative outcome is peer satisfaction between col-
laborative partners. In this study, peer satisfaction, or partner satisfaction, refers to the speaker’s 
satisfaction with the dynamics, cooperation, or outcome of a collaborative effort. This outcome 
plays an important role in collaborative tasks. Student groups with higher satisfaction can have 
better team dynamics (Ku et al., 2013) and task performance (Jung et al., 2012). One indicator of 
peer satisfaction is through alignment: when students speak more similarly to their partners, they 
achieve better outcome for the joint task (Giles et al., 1991; Nguyen et al., 2016). In another study, 
Sagi and Diermeier (2017) found that in a negotiation task, dialogue parties demonstrating higher 
linguistic alignment (although through a text-based communication channel) are more likely to 
reach an agreement. Angus et al. (2012) observed that in medical conversations, a greater align-
ment (accommodative communication) from the doctor is linked to increased patient satisfaction 
and better treatment outcome. However, other studies found no significant relationship between 
alignment and outcomes: a study by Schoot et al. (2016) showed that syntactic priming does not 
influence the perception by the conversation partner (although this is more related to a personal, 
affective outcome rather than a task-specific one); in another collaborative problem-solving con-
text, lexical and syntactic alignment also did not lead to improved team performance but less 
semantic alignment predicts better performance (Duran et al., n.d.). These studies show that lin-
guistic alignment can have different effects depending on the task and the communicative context. 
Our research aims to investigate the role of linguistic alignment and its relationship with partner 
satisfaction in K–12 collaborative computer science learning.

Linguistic alignment can occur at multiple levels of communication (Duran et  al., 2019). 
Interlocutors have been found to adapt their prosodic cues such as speaking rate, pitch, and vocal 
intensity (Abel & Babel, 2017; Babel, 2012; Lubold et al., 2021), as well as the content of their 
speech such as sentence structure and vocabulary (Branigan et al., 2000; Brennan & Clark, 1996; 
Friedberg et al., 2012; Reitter & Moore, 2014). In this work, we are interested in linguistic align-
ment on the syntactic and lexical levels.

Syntactic alignment is the tendency to repeat a syntactic structure similar to a previously expe-
rienced sentence (J. Bock, 1986; Garrod & Pickering, 2004). For example, “We are good friends.” 
and “They are lovely pets.” are syntactically aligned, as both sentences share the same grammatical 
structure. Lexical alignment refers to the repetition of words between interlocutors. For example, 
Speaker A says, “How do I delete this?” and Speaker B responds, “Wait, delete what?” Speaker A 
then clarifies, “I want to delete this costume,” where the word delete is repeated by both speakers. 
Lexical alignment can be calculated in two ways: (1) indiscriminate (i.e., based on all words) 
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(Reitter & Moore, 2014), or (2) based on a selective set of words (Friedberg et al., 2012; Fusaroli 
et al., 2012). Studies have shown that task-relevant words may be strongly correlated with a posi-
tive collective benefit outcome, while general lexical alignment is negatively correlated with this 
result (Fusaroli et al., 2012). Similarly, Friedberg et al. (2012) found that lexical entrainment meas-
ured from project-related words reveals a significant difference between the high- and low-perfor-
mance groups of undergraduate engineering students. In this study, we consider both types of 
lexical alignment, where we select a set of task-specific words related to the students’ collaborative 
problem-solving tasks.

There are two main theoretical frameworks to explain the mechanisms behind linguistic align-
ment: grounding and priming (Rasenberg et al., 2020). These two mechanisms offer different 
perspectives on the role of conscious effort in the alignment process. Grounding refers to the delib-
erate and coordinated process in which interlocutors aim to establish mutual understanding and 
reach a shared belief about the meaning of what has been said (Brennan & Clark, 1996; Holler & 
Wilkin, 2011). Grounding in conversation is essential for effective communication, as it helps to 
avoid misunderstandings and promote mutual understanding. Ostrand and Chodroff (2021) found 
speakers aligned on some linguistic levels but not others (e.g., syntactic vs. phonetic) or aligned on 
partial linguistic features but not all features (e.g., temporal vs. global) within the same level. This 
flexible relationship between alignments at different linguistic levels can be guided by communi-
cative and social factors. According to communication accommodation theory (CAT) (Giles, 
2016), individuals align with their partner to achieve social approval. As conversation unfolds, 
each speaker’s linguistic features may become more similar (convergent) or less similar (diver-
gent). Interlocutors converge their linguistic features to reduce the social distance between them-
selves, making themselves appear more favorable and cooperative (Nguyen et al., 2016).

Priming, on the contrary, suggests that linguistic alignment occurs unconsciously and automati-
cally (Pickering & Ferreira, 2008; Reitter et al., 2006) A notable theory in the context of priming 
and linguistic alignment is the interactive alignment model (IAM) by Garrod and Pickering (2004). 
The model posits an automatic alignment mechanism that enables speakers to reuse and expand on 
prior language patterns, simplifying mutual understanding.

Scholars argue different cognitive origins of priming, and research points to different origins for 
short- versus long-term priming. Chang et al. (2000) introduced the theory of implicit learning to 
explain long-term priming. Here, the idea is that after frequently encountering specific sentence 
patterns, individuals subconsciously favor those patterns even without recent exposure. Hartsuiker 
et al. (2008) and Reitter et al. (2011) outlined two mechanisms driving the two types of syntactic 
priming: spreading activation and base-level learning. The short-term version relies on recent lin-
guistic experiences and the immediate accessibility of sentence structures, closely linked to the 
words recently used. This mechanism is called spreading activation. Alternatively, long-term prim-
ing is not anchored to specific lexical items but is rooted in implicit learning, as represented by 
Chang et al. (2000) and K. Bock et al. (2007). These two types of priming—short-term and long-
term—also correlate with different outcomes. Reitter and Moore (2007) found long-term priming 
correlates with task success in task-oriented dialogue, whereas short-term priming does not.

In summary, both grounding and priming mechanisms are crucial in promoting effective com-
munication and mutual understanding between interlocutors. However, different theories suggest 
different explanations for the importance of linguistic alignment. Grounding theories suggest a 
flexible relationship between behavioral alignment (in different modalities or linguistic levels) and 
alignment of conceptual representations (Giles et al., 1991; Giles & Ogay, 2007; Holler & Wilkin, 
2011). On the contrary, priming theories posit a causal link between priming and alignment across 
multiple linguistic levels (Garrod & Pickering, 2004; Rasenberg et al., 2020; Reitter et al., 2006). 
Thus, if the processing benefits of alignment vary for lexical and syntactic structures, this would 
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be better explained by grounding theory, which posits that interlocutors intentionally converge to 
achieve effective communication and social outcomes. In contrast, if there is a consistent relation-
ship between different levels of alignment and collaboration outcomes, the priming mechanism 
would provide greater explanatory power, as it suggests a universal relationship between percep-
tion and exhibited behavior.

While much research has focused on how the alignment of linguistic patterns relates to the qual-
ity of collaboration, it is important to note that speakers can also diverge from each other’s lan-
guage use, emphasizing differences in their communicative behaviors (Gallois et  al., 2005). 
Divergence can occur in complex tasks to contrast views and update information, allowing inter-
locutors to make complementary and different contributions (Fusaroli et al., 2014; Mills, 2014). In 
everyday conversations, individuals deliberately diverge their choice of syntactic structures, offer-
ing reformulations of their partner’s utterances and new ideas to further the discussion (Healey 
et al., 2014). Divergence of ideas has been recognized as a crucial factor in shaping collaborative 
interactions (Hoadley & Enyedy, 1999; Puntambekar, 2006). However, there has been limited 
research on linguistic divergence compared with convergence (Schegloff, 2007). The phenomenon 
of linguistic divergence is not universally evident and might depend on conversation types and task 
complexity. Further exploration is needed to understand this phenomenon.

1.1 Linguistic alignment and partner satisfaction outcome

In collaborative learning, linguistic alignment has been linked to collaboration outcomes, high-
lighting the importance of understanding the mechanisms underlying this phenomenon. For exam-
ple, Gweon et al. (2013) found that “other-oriented” contributions (contributions based “on a prior 
contribution of a conversational partner”) are important for knowledge integration during collabo-
ration. Dillenbourg et al. (2016) found that partners completing tasks together modeled one another 
and that this modeling was predictive of outcomes such as task performance and learning gains. In 
peer-tutoring context, a tutor’s lexical convergence metrics were a significant predictor of learning, 
mental effort, and emotional state (Mitchell et al., 2012). However, while most research on linguis-
tic alignment focuses on adults (Friedberg et  al., 2012; Rahimi et  al., 2017; Reitter & Moore, 
2014), its precise dynamics and relationship with collaborative outcomes are still understudied in 
children, who are known to have different sociolinguistic conventions than adults (Cook-Gumperz 
& Corsaro, 1977). Furthermore, social settings can affect how children express uncertainty, and 
age plays a role in the clarity of such expressions (Visser et al., 2014). Understanding how young 
learners converge or diverge from each other on multiple linguistic levels during collaborative 
problem-solving tasks can provide valuable insights into the relevance of linguistic alignment 
theories for a younger age group.

In this paper, we investigate linguistic alignment of young students with themselves (self-align-
ment) and with their collaboration partners (partner alignment) and the implications of self and 
partner alignment on peer satisfaction ratings following the collaborative problem-solving task. To 
do this, we use the transcribed spoken dialogues of middle school (seventh graders, aged 12–13) 
student pairs working on collaborative computer programming tasks. We focus on the syntactic 
and lexical levels of linguistic alignment by modeling the repetition of syntax structures and words 
within a certain dialogue window (10 utterances) from speakers themselves and from the collabo-
ration partners.

We investigate the following research questions (RQs):

•• RQ1: Do middle school students syntactically align with their partners and with themselves 
during collaborative problem-solving?
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•• RQ2: Do middle school students lexically align with their partners and with themselves dur-
ing collaborative problem-solving?

•• RQ3: How are syntactic and lexical alignments associated with the collaboration outcome 
of partner satisfaction?

Our study draws on prior linguistic alignment (e.g., Rasenberg et al., 2020; Reitter & Moore, 
2014) and learning sciences research (Dillenbourg et al., 2016; Mitchell et al., 2012), suggesting 
that dialogue partners adopt each other’s linguistic attributes. We anticipate this phenomenon will 
also be observed in students who engage in collaborative problem-solving tasks, with evidence of 
positive alignment on both syntactic and lexical levels in their utterances. In addition, prior col-
laborative learning research has linked linguistic alignment to positive outcomes such as task suc-
cess and interpersonal rapport (Friedberg et al., 2012; Hirschberg et al., 2008; Madaio et al., 2018; 
Sinha & Cassell, 2015). Therefore, we hypothesize that the alignment on both syntactic and lexical 
levels will have a positive relationship with the outcome of partner satisfaction.

Our empirical findings reveal that students align more with themselves than their collaborative 
partners. Furthermore, we found that divergent dialogue on a subset of task-relevant words may 
benefit collaborative learning. Notably, students’ self-alignment on both syntactic and lexical lev-
els emerges as a significant predictor of the collaborative outcome of partner satisfaction. These 
findings highlight the importance of investigating self-alignment, divergent dialogue, and their 
impact on collaborative outcomes among K–12 students. Furthermore, our results contribute to the 
growing body of literature on linguistic alignment and offer insights into how this phenomenon 
operates in a developmental context, with implications for instructional practices that promote 
productive and satisfying collaborative interactions among young learners.

In the remainder of this article, we begin by describing the classroom computer science–learn-
ing study (middle school classroom pair-programming study), the calculation of linguistic align-
ment (linguistic alignment calculation), and the modeling method for linguistic alignment 
(modeling linguistic alignment and collaboration outcomes). The results and analyses are reported 
in Section 3. We conclude with a discussion of the theoretical and practical implications of the role 
of linguistic alignment in collaborative learning in Section 4.

2 Method

2.1 Middle school classroom pair-programming study

This study investigates the role of linguistic alignment during pair-programming tasks among mid-
dle school students. Pair programming is a popular collaborative learning approach in computer 
science education that involves two students working together on a programming task (Bowman 
et al., 2020; Campe et al., 2020; Denner et al., 2014). As collaboration is a critical component of 
pair programming, this context is ideal for investigating the role of linguistic alignment in collabo-
rative problem-solving. The study was conducted in a science classroom at a public middle school 
(grades 6–8, aged 11–13) in the southeastern United States more than three consecutive semesters 
beginning Fall 2018. Students learned programming concepts such as variables, conditions, loops, 
and object-oriented programming, and then, they created programs collaboratively based on vari-
ous science topics (e.g., light waves and evolution) with a block-based programming environment 
called Snap! (Figure 1). During study sessions, the researchers were present in person and facili-
tated classroom activities. The students were paired randomly by the teacher. During the pair-pro-
gramming sessions, students were assigned a role to be either the “driver” (who types code) or the 
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“navigator” (who observes and suggests) and were instructed to switch roles every 15 min. The 
average study session time was 31.22 min (standard deviation [SD] = 4.36).

The study enrolled 75 middle school students (seventh grade, average age = 12.1). Participants 
included 46 girls (61.3%), 28 boys (37.3%), and 1 unspecified (1.3%). Race/ethnicities reported 
were White (46%), Hispanic (19%), Asian (16%), Multiracial (14%), Black (4%), and Other (1%).

2.1.1 Corpus.  During the study session, both video and audio recordings were collected. The audio 
recordings were manually transcribed, following a detailed transcription protocol. Disfluencies such 
as filled and unfilled pauses, repetitions, self-corrections, interjections, and laughter were specifically 
noted during the transcription process. Other types of non-silence disfluencies such as sneezes, 
coughs, and lip smacks were not transcribed, as they were less pertinent to our study on interaction 
dynamics within collaboration pairs. Since the data were collected in a noisy classroom environment, 
some sessions were inaudible or had poor audio quality and were excluded. In addition, one group of 
students was highly uncooperative and disruptive. Because their session violates the collaboration 
assumption of the task, we exclude their data as well. Our analysis focuses on 24 pairs (48 speakers) 
of collaborative programming dialogues. The study was conducted across different semesters, and 
there were four students who were present in both the first and second rounds of pairings, each time 
with different partners and working on different tasks. In our analysis, we treat the repeated students 
in the second round of pairings as independent from their previous appearances, thus considering all 
speakers in such study sessions as independent ( )n = 48 . While this might risk the independence 
assumption of statistical tests, we believe the key interest of this study, linguistic alignment, is only 
meaningful in a social, interactive situation. It is not merely an individual behavior; rather, it is highly 
dependent on who the student is partnered with, and the specific learning tasks.1

In addition, in a noisy classroom, students sometimes ask questions or chat with others nearby; 
thus, the original transcript contained utterances from the instructor and neighboring students. To 
investigate only the alignment between the collaborating pairs, we manually removed the dialogue 
excerpts that involved third-party speech and confirmed accuracy with video recordings. Our utter-
ance unit in the corpus is a conversational turn, which is defined as speech by a single speaker 
without interruption by the interlocutor (Nakajima & Allen, 1993). After data cleaning, the corpus 
contained 5,148 turns, with a mean of 210.68 turns per conversation (SD = 99.29, median = 188, 
minimum = 83, and maximum = 456). The mean of word count in each turn is 9.78 (SD = 10.99, 
median = 7, minimum = 1, and maximum = 150).

2.1.2 Partner satisfaction survey data.  After the pair-programming task, the participants completed 
a survey that assessed their satisfaction with their partners. To minimize the reciprocal effect, 

Figure 1.  Sample evolution activity created with the block-based programming environment Snap! by 
middle school students (left). A pair of students doing activity in class (right).
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students took the survey without sitting together with their partner. The survey contained questions 
such as “My partner was comfortable asking me questions” and “My partner did his or her fair 
share today.” Survey responses consisted of a 5-point Likert-type scale where 1 represented 
“strongly disagree” and 5 represented “strongly agree.” We computed an aggregated satisfaction 
score as the average across all items. Because a conversation is bi-directional, one person’s linguis-
tic cues can also influence how their interlocutor perceives the person. Therefore, we considered 
both the student’s rating of their partner (satisfaction to partner) and the partner’s rating of the 
student respondent (satisfaction from partner). Of the 48 speakers, 46 completed the satisfaction 

Figure 2.  A dialogue excerpt of students working on the task. Target, Prime (self), and Prime (partner) 
turns are color-coded as dark gray, light gray, and white, respectively. S1 and S2 are the two speakers in 
the current dialogue.
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survey. On average, students rated their partners with a satisfaction score of 4.15, with a SD of 0.69 
and a median of 4.25.

2.2 Linguistic alignment calculation

To model the relationship between linguistic alignment and partner satisfaction, our next step is to 
quantify linguistic alignment. There are various methods to calculate linguistic alignment (Xu & 
Reitter, 2015), including the probability of co-occurrence of linguistic features (Dubey et al., 2005; 
Mukherjee & Liu, 2012), document similarity (Rahimi et al., 2017; Wang et al., 2014), or decay of 
repetition probability (Reitter et al., 2006). Fusaroli et al. (2012) proposed local linguistic align-
ment measurement (LLA), which measures how much a linguistic feature in the current conversa-
tional turn (called target) is repeated within a certain distance of the most recent preceding turns 
(called prime). Later Wang et al. (2014) implemented LLA on both the syntactic level (SILLA, 
syntactic indiscriminate local linguistic alignment) and lexical level (LILLA, lexical indiscriminate 
local linguistic alignment). In this paper, we use the same formula as illustrated by Wang et al. 
(2014), which calculated the number of words or syntactic rules that appear in both prime and 
target, normalized by the product of the number of syntax sub-trees or words in both prime and 
target. The construction of target and prime in our study dialogue is shown in Figure 2. We define 
target as the speaker’s current turn, for which its corresponding prime is the 10 most recent turns 
from either interlocutor (Xu & Reitter, 2015, 2018) Previous studies have specified the source of 
prime as comprehension–production prime (producing based on comprehension of partner’s 
speech) and production–production prime (producing based on speaker’s previously produced 
speech) (Reitter et  al., 2010). Similarly, we divide prime into two sources: prime(self) and 
prime(partner). Prime(self) is the 10 most recent turns from the speaker themself, and prime(partner) 
is the 10 most recent turns from the interlocutor. We calculate self-alignment and partner alignment 
separately based on the two different prime sources. For simplicity of demonstration, in the follow-
ing sections, we refer to the two sources together as prime.

2.3 Calculation of local syntactic alignment (SILLA) and lexical alignment (LILLA)

For the computation of SILLA, we first use the Berkeley Neural Parser (Kitaev et al., 2019; 
Kitaev & Klein, 2018) to construct the full syntax trees for each sentence in a conversational 

Figure 3.  Syntax tree and sub-trees of an example sentence (“We are good friends.”).
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turn (see Figure 3 for an example syntax tree). Then, we split the parsed syntax trees into sub-
trees. For instance, if a turn were “We are good friends,” the full syntax tree would be (S (NP 
(PRP We)) (VP (VBP are) (NP (JJ good) (NNS friends)))).2 The sub-trees are “S → NP + VP,” 
“NP → PRP,” “VP→VBP + NP,” and “NP→ JJ + NNS.” We use these syntax sub-trees from 
prime and target to calculate SILLA. The formulae for calculating SILLA are shown in 
Equation (1).

To compute LILLA, we processed the corpus using standard text preprocessing techniques, 
including tokenization, lowercasing, stemming, and removing punctuation and stopwords. Given 
the programming task context, we did not remove programming-related stopwords (i.e., “if” and 
“for,” which were the two logical words involved in this particular task). Similar to the calculation 
of SILLA, instead of syntax sub-trees, we use individual words from prime and target to calculate 
LILLA. The formulae of LILLA are shown in Equation (2).

For each (target and prime) pair, we found the total number of overlapped sub-trees (or words) 
between prime and target and used it as the numerator. Then, we took the product of the number of 
syntax sub-trees or words in prime and target as the denominator. This yields an alignment score 
for each target turn, ranging from zero (no alignment) to one (perfect alignment). In this study, all 
alignment scores are less than one: a perfect alignment would not be possible given the large win-
dow size of prime we adopt.

Inspired by Fusaroli et al.’s (2012) observation that alignment on different lexical sets (all words 
or selective words) can lead to different outcomes, we calculated LILLA more than three catego-
ries: (1) LILLA general, the alignment on all words; (2) LILLA task, the alignment on task-relevant 
words; and (3) LILLA non-task, the alignment on words excluding task-relevant words. We selected 
the task-relevant word set manually. These words are directly related to the computer programming 
task (e.g., “wavelength,” “bright,” “dim,” “blue,” “visible,” “add,” “multiply,” “smaller,” and 
“greater”). We identified 153 distinct words that could reasonably be considered task-relevant. The 
task-relevant words are listed in Appendix task-relevant word list.

We compute the turn-level scores for the SILLA and three types of LILLA and then average 
them across conversation for a speaker. The descriptive statistics of these variables are shown in 
Table 7. These variables are used to construct model 3 to answer RQ3.
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2.4 Modeling linguistic alignment and collaboration outcomes using Bayesian 
mixed-effect models

2.4.1 Linguistic alignment.  To investigate the effect of self-alignment and partner alignment (RQ1 and 
RQ2), we build regression models to predict how likely a word (or syntax rule) produced in the target 
turn is a repetition from prime utterances. We adopt mixed-effect regression models to account for 
phenomena that occur on different levels. Because of the complex structure of linguistic data, Bayes-
ian analysis is a popular approach over frequentist statistics (such as p and confidence intervals), as the 
latter either may not converge or result in uninterpretable results (Bates et al., 2015; Hoekstra et al., 
2014; Morey et al., 2016). Thus, given the complex nature of our data and our RQs, we adopt Bayesian 
mixed-effects regression, fitted using the brms package (Bürkner, 2017) in R (R Core Team, 2017).

We build three regression models, each corresponding to one linguistic feature (syntax rules, 
general words, or task-relevant words). Because non-task and general word sets are highly over-
lapped, we only select general words between the two for the regression model. The selection of 
lexical features (general words and task-relevant words) is consistent with a prior study by Fusaroli 
et al. (2012). In these regression models, the unit of analysis is a unique linguistic item (a syntax rule 
or a specific word) that occurs in a turn spoken by one speaker. We refer to these linguistic items as 
a speaker-turn-word (or speaker-turn-syntax) rule. We counted how many times a unique linguistic 
item is present in target (count target) as the response variable. Because the linguistic item needs to 
be present at least once in target to be counted, the minimum value of count target is 1. Similarly, 
the two independent variables are constructed as how many times the word type or syntax rule that 
occurred in the target turn is present in the prime self and prime partner turn sets, which we refer to 
as count prime self and count prime partner. A word type that occurred in target does not necessarily 
exist in prime; thus, the minimum value for the two independent variables is 0.

We model the number of items (words or syntax rules) in the target turn (count target) as a func-
tion of the number of the same items in the prime (count prime self and count prime partner). 
Following standard practice in behavioral studies, we accounted for the idiosyncrasy of each par-
ticipant by including speaker and conversational turn as random effects. Our random effects also 
include the conversational group, to account for the within-group dynamics, as well as the study 
term (the study semester), to account for the variations of classroom dynamics and different tasks 
we offered in different semesters. In addition, we include random slopes for the group and speaker 
random effects. In contrast to a model with only random intercepts—which allows different groups 
(such as participants, sessions, or experimental conditions) to have different baseline responses—a 
model with random slopes permits the effect of a predictor variable to vary across different levels 
of a random effects variable (Barr et al., 2013). This adds flexibility to the model, allowing it to 
potentially provide a better fit to our data by capturing additional sources of variability. Because 
the response variable count target is count-based data and its variability is relatively similar to its 
mean, a Poisson distribution is well-suited for the response variable. However, since count target 
has a range from 1 to 20, the Poisson distribution needs to be truncated to exclude the value of zero. 
Thus, we fit the model with a zero-truncated Poisson distribution. We used the default priors pro-
vided by brms in R (R Core Team, 2017). These are weakly informative priors that have minimal 
impact on the posterior estimates while still regularizing them (Bürkner, 2021). The mixed-effects 
regression structure is shown below in the syntax of brms.

Count target | Trunc(lb = 1) ~ Count prime self + Count prime partner +  
(1 + Count prime self + Count prime partner | Group) +  

(1 + Count prime self + Count prime partner | Speaker) +  
(1 | Word) + (1 | Term) + (1 | Turn ID)3
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To determine the importance of self-alignment in the collaborative learning context, we com-
pare the models with full variable set and the model without self-alignment (Count prime self). The 
models are compared using the leave-one-out information criterion (LOOIC) and Watanabe–
Akaike information criterion (WAIC) scores to measure the goodness of fit, which are common 
measures in Bayesian regression analysis (Vehtari et al., 2017). We found dropping self-alignment 
did not significantly improve the model fit for all three models; thus, we report the results from the 
full model (shown above) for all three linguistic features.

2.4.2 Collaboration outcomes.  To investigate whether different types of linguistic alignment are 
associated with the outcome of partner satisfaction (RQ3), we adopt Bayesian mixed-effects 
regression, fitted using the brms package (Bürkner, 2017) in R (R Core Team, 2017) to estimate the 
impact of different types of linguistic alignment on the satisfaction outcomes of students.

We build two regression models, one for the speaker’s rating of the partner, satisfaction to part-
ner (model 3–1), and one for the partner’s rating of the speaker, satisfaction from partner (model 
3–2). In these regression models, our unit of analysis is the individual student. The independent 
variable is the self-alignment and partner-alignment scores on the syntactic level and lexical level 
of each student, quantified as the average SILLA, task LILLA, and non-task LILLA scores across 
all utterances by one speaker. Each model contains three fixed-effect predictor sets, each consider-
ing one linguistic feature: SILLA (SILLA self and SILLA partner), task LILLA (task LILLA self and 
task LILLA partner), and non-task LILLA (non-task LILLA self and non-task LILLA partner). 
Following standard practice in regression modeling, all the independent variables are z-score nor-
malized (Baayen, 2008, Section 3.3), which allows us to compare the relative strength of the pre-
dictors directly. In addition to these fixed effects, we include by-term and by-group random 
intercepts to take into account task variability and within-group dynamics. In addition, we include 
random slopes for the group random effect.

Similar to the models for RQ1 and RQ2, we added random slopes into our model. The mixed-
effects regression structure is shown below in the syntax of brms in R (R Core Team, 2017).

Satisfaction ~ SILLA own + SILLA partner + non-task LILLA own +  
non-task LILLA partner + task LILLA own + task LILLA partner +  

(1 + SILLA own + SILLA partner + non-task LILLA own +  
non-task LILLA partner + task LILLA own + task LILLA partner| Group) + (1| Term)4

3 Results

In this section, we report the regression results for the three RQs, whether students align with their 
partner and with themselves on a syntactic level and lexical level, and how do syntactic and lexical 
alignments correlated with partner satisfaction outcome.

3.1 RQ1: Do students align on the syntactic level?

The first RQ we asked is whether students align with their partner and with themselves on a syn-
tactic level during the collaborative problem-solving. The data set consists of 40,774 speaker-turn-
syntax rule observations from 5,148 utterances from 48 speakers. The description of the variables 
is shown in Table 1, and the model result is shown in Table 2.

Initially, we faced a challenge with the syntax model failing to converge. After examining pos-
sible issues with the model, we noted the predictors were highly skewed. Consequently, we imple-
mented square root transformations on the predictors, prime (self) and prime (partner). We favored 
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the square root transformation over the log transformation, particularly because our predictors 
comprised zeroes, rendering them unsuitable for log transformation. It is important to note that, 
while square root transformations can lead to inconsistent treatment of values between 0 and 1 and 
those greater than 1 (Osborne, 2002), our predictors were integers and thus did not possess values 
between 0 and 1, so these concerns do not pertain to our variables. The square root transformation 
resulted in a notable reduction in skewness of the predictors. Prime (self) decreased from 2.42 to 
1.02 and prime (partner) decreased from 2.15 to 0.929. After these adjustments, the models suc-
cessfully converged.

The result shows a positive relationship between both predictors to the outcome. In our Bayesian 
analysis, we determine the strength of evidence using the probability of direction (PD), which var-
ies between 50% and 100%. This measure, derived from the parameter’s posterior distribution, 
indicates the probability of the parameter being either positive or negative (Makowski et al., 2019). 
We interpret a PD above 95% as strong evidence, between 75% and 94% as moderate evidence, 
and below 75% as weak evidence for the relationship. Syntactic structures produced in prime (self) 
are positively associated with the syntactic structures produced in target ( .� �  152,0  95% credi-
ble interval set = 0.112–0.191, PD = 100.00%). Similarly, syntactic structures in prime (partner) 
are also positively associated with the same ones produced in target ( .� �  51,0 0  95% credible 
interval set = 0.014–0.090, PD = 99.6%). The findings provide strong evidence that speakers 
converge syntactically both to themselves and to their partners as indicated by the PD, which is the 
proportion of the posterior distribution that shares the same sign as its median and approximately 
corresponds to the frequentist p (Makowski et al., 2019). The effect of self-alignment is higher than 
the effect of partner alignment.

3.2 RQ2: Do students align on the lexical level?

RQ2 asks whether middle school students align with themselves and with their partner on a lexical 
level. We divided this question into two subparts: lexical alignment for general words (model 2–1) 
and lexical alignment for task-relevant words (model 2–2).

Table 2.  Bayesian Regression Model Result for Model 1: Syntactic Alignment Model.

β Estimated error CIl−95% CIu−95% R PD (%)

Intercept −4.035 0.177 −4.371 −3.682 1.001 100.0
Count prime self 0.152 0.020 0.112 0.191 1.000 100.0
Count prime partner 0.051 0.019 0.014 0.090 1.000 99.6

β : coefficient; CIl−95%  and CIu−95% : 95% credible interval; R : Rhat; PD: probability of direction.
All bulk and tail ESS (Effective Sample Size) values ⩾5,040.

Table 1.  Descriptive Statistics for Model 1: Syntactic Alignment Model. Each Row Is a Unique Syntax 
Rule in an Utterance, n = 40,774.

M SD Median

Count target 1.246 0.742 1
Count prime self 2.427 4.079 1
Count prime partner 2.151 3.848 0

M: mean; SD: standard deviation.
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For the general word alignment model 2–1, the data set consists of 20,966 speaker-turn-word 
observations. The description of the variables is shown in Table 3. Table 4 shows the fixed effects 
of the Bayesian regression model. The result indicates there is a positive relationship between the 
number of general word types in the prime (self) utterance set and the count of the word being 
repeated in target ( .� �  81,0 0  95% credible interval set = 0.054–0.108, PD = 100.0%). There is 
also a positive relationship between the number of general word types in the prime (partner) utter-
ance set and one being repeated in target, although the evidence for the relationship is weak 
( .� �  8,0 00  95% credible interval set = −0.033 to 0.045, PD = 66.7%).

For the task-relevant word alignment model 2–2, the data set consists of 6,621 speaker-turn-
word observations. This data set is a subset of data set for model 2–1, which uses only the task-
relevant words. Descriptive statistics for the variables are shown in Table 5. Table 6 shows the 
fixed effects of the Bayesian regression model. The result indicates there is strong evidence for a 
positive relationship between the number of task-relevant word types in the prime (self) utterance 
set and the count of the word being repeated in target ( .� �  42,0 0  95% credible interval set = 
0.004–0.079, PD = 98.6%). Interestingly, the repeated task-relevant word count in target has mod-
erate evidence of a negative relationship with the word count in prime (partner) ( .� � �0 027,  95% 
credible interval set = −0.087 to 0.027, PD = 82.8%).

Table 3.  Descriptive Statistics for Model 2–1: General Lexical Alignment Model. Each row is a unique 
word type in an utterance, n = 20,966.

M SD Median

Count target 1.161 0.536 1
Count prime self 0.886 1.592 0
Count prime partner 0.667 1.339 0

M: mean; SD: standard deviation.

Table 4.  Bayesian Regression Model Result for Model 2–1: General Word Alignment Model.

β Estimated error CIl−95% CIu−95% R PD (%)

Intercept −2.356 0.198 −2.747 −1.877 1.002 100.00
Count prime self 0.081 0.014 0.054 0.108 1.000 100.00
Count prime partner 0.008 0.020 −0.033 0.045 1.000 66.7

β : coefficient; CIl−95%  and CIu−95% : 95% credible interval; R : Rhat; PD: probability of direction.
aAll bulk and tail ESS values ⩾1,626.

Table 5.  Descriptive Statistics for Model 2–2: Task-Relevant Lexical Alignment Model. Each Row Is a 
Unique Task-Relevant Word Type in an Utterance, n = 6,621.

M SD Median

Count target 1.220 0.618 1
Count prime self 1.107 1.752 0
Count prime partner 0.880 1.513 0

M: mean; SD: standard deviation.
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3.3 RQ3: How are syntactic and lexical alignments associated with collaboration 
outcomes regarding partner satisfaction?

General LILLA (lexical alignment on all words) is not included in the model due to its dependency 
with task LILLA and non-task LILLA variables, which are calculated based on a subset of all words. 
The descriptive statistics table is shown in Table 7 in Calculation of local syntactic alignment 
(SILLA) and lexical alignment (LILLA). Following standard practice in regression modeling, all 
the independent variables are z-score normalized (Baayen, 2008, Section 3.3), which allows us to 
compare the relative strength of the predictors directly.

For model 3–1, predicting the outcome of satisfaction to partner, none of the fixed-effect pre-
dictors had strong evidence for having any relationship with the satisfaction to partner outcome. 
Therefore, we have discarded the model from further analysis.

However, for model 3–2, predicting the outcome of satisfaction from partner, the results in 
Table 8 provide strong evidence for a negative relationship with syntactic self-alignment 
( .� � �0 05 7,  95% credible interval set = −1.115 to 0.129, PD = 94.7%) and a positive relation-
ship with non-task lexical self-alignment ( .� �  547,0  95% credible interval set = −0.052 to 
1.126, PD = 96.5%).

4 Discussion

Our analyses reveal that the participants positively aligned with themselves. This finding is statisti-
cally significant on the syntactic level and the lexical level for both general and task-related words. 
In addition, the participants positively aligned with their partners at the syntactic level but not as 

Table 6.  Bayesian Regression Model Result for Model 2–2: Task-Relevant Lexical Alignment Model.

β Estimated error CIl−95% CIu−95% R PD (%)

Intercept −1.799 0.247 −2.290 −1.208 1.002 100.0
Count prime self 0.042 0.019 0.004 0.079 1.001   98.6
Count prime partner −0.027 0.029 −0.087 0.027 1.000   82.8

β : coefficient; CIl−95%  and CIu−95% : 95% credible interval; R : Rhat; PD: probability of direction.
All bulk and tail ESS values ⩾2,310.

Table 7.  Descriptive Statistics of the Predictors for Model 3, Which Includes Mean, Standard Deviation, 
and Median of Participants’ Averaged Alignment Scores.

Partner alignment Self-alignment

  M SD Median M SD Median

SILLA 7.61 2.16 7.31 8.25 3.13 7.12
LILLA task 37 14.17 35.75 37.6 11.57 33.72
LILLA non-task 8.14 1.99 7.9 9.4 3.33 8.5
LILLA general 6.42 1.47 6.15 7.35 2.57 6.44

M: mean; SD: standard deviation; SILLA: syntactic indiscriminate local linguistic alignment; LILLA: lexical indiscriminate local 
linguistic alignment.
For the purpose of display, each number is artificially multiplied by 103 (e.g., the actual mean value of SILLA partner 
alignment is 0.00761).
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much as they aligned with themselves. There was a tendency for participants to negatively align, 
or diverge, from their partner when measured at a task-specific lexical level.

It is not surprising to find that in this study, the participants positively aligned with themselves, 
and the degree of self-alignment was higher than the partner alignment. This result is consistent 
with the cognitive science literature: in fact, many studies have used self-alignment as a control 
baseline for analyzing the effect of partner alignment (Fusaroli & Tylén, 2016; Gweon et al., 2013; 
Healey et al., 2014; Reitter et al., 2010). Other literature has suggested that speakers self-align 
more than they partner-align in their task-oriented dialogue as a way of managing cognitive load 
(Dillenbourg et al., 2016; Schober, 1993). As Schober (1993) explains, because speakers know 
they can always correct misunderstandings with their partner after they emerge, they invest less 
effort in aligning their speech with their partner than they might in a less task-oriented setting. This 
allows the speakers to recruit more cognitive resources for the task at hand, rather than for produc-
ing a perfectly comprehensible utterance.

Another finding of this analysis differed from previous work: speakers tend to diverge on the 
task-specific lexical level, although this divergence is not statistically significant. While wide-
spread findings of divergence in task-specific discourse are not evident, there have been some 
arguments around the functionality of divergence in different settings. In the general conversa-
tional context, Healey et al. (2014) found speakers syntactically diverged from their partner. They 
argue that linguistic divergence may have a conversation-advancement function in discourse. 
Successful communication may depend on selective repetition of certain words in different syntac-
tic contexts to produce “contrasts, elaborations, and corrections that move a conversation forward” 
(Healey et al., 2014, p. 2). Similarly, in task-oriented dialogue, Fusaroli et al. (2014) proposed the 
notion of “dialog as interpersonal synergy” which emphasizes a good dialogue should afford com-
plementary dynamics beyond simple alignment behaviors. Here, complementary dynamics means 
that speakers use alignment as an interactive resource, but do or say things differently to help the 
team reach coherence as whole (Fusaroli et al., 2014; Mills, 2014). In collaborative learning set-
tings, divergence of ideas (such as raising new topics and asking questions) has been shown to 
significantly influence collaborative interactions (Puntambekar, 2006; Weinberger et al., 2007). A 
divergent perspective between students might require more collective information synthesis and 
negotiation of group understanding (Borge et  al., 2018), which ultimately lead to collaborative 
knowledge construction (Puntambekar, 2006).

To illustrate this finding of partner divergence in our corpus, we present two dialogue excerpts 
to show how lexical divergence on task-related words could be associated with different group 

Table 8.  Bayesian Regression Model Result for Model 3–2: Satisfaction From Partner Model.

β Estimated error CIl−95% CIu−95% R PD (%)

Intercept 4.194 0.574 3.007 5.369 1.002 100.0
SILLA self −0.507 0.313 −1.115 0.129 1.001 94.7
SILLA partner 0.081 0.220 −0.353 0.514 1.001 64.9
LILLA non-task self 0.547 0.294 −0.052 1.126 1.001 96.5
LILLA non-task partner −0.008 0.228 −0.457 0.444 1.001 51.2
LILLA task self 0.021 0.159 −0.295 0.338 1.000 55.5
LILLA task partner 0.007 0.152 −0.293 0.304 1.000 52.4

β : coefficient; CIl−95%  and CIu−95% : 95% credible interval; R : Rhat; PD: probability of direction; SILLA: syntactic 
indiscriminate local linguistic alignment; LILLA: lexical indiscriminate local linguistic alignment.
All bulk and tail ESS values ⩾8,778.
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dynamics and social outcomes. To contextualize the pair satisfaction score, we categorize them as 
“high” or “low” based on the average satisfaction score. Pairs with an average score above the 
overall mean of 4.15 are classified as “high” satisfaction pairs, while those below this threshold are 
considered “low” satisfaction pairs. Table 9 shows a dialogue excerpt where a “high” satisfaction 
pair (average score was 4.17, S1 received 4.5, and S2 received 3.83) began in a flow of collabora-
tion but diverged on their task-relevant word choices. In this example, S1 focuses on the code 
implementation, such as switching screen or disconnect the “when” block, while S2 concentrates 
on the task description and parameter setting, such as setting wave light and color. This contrast 
indicates each party’s focus on different roles during a task. Both students seem to agree on their 
role, and they are completing the task efficiently.

While divergence could be a result of mutual agreement on the supplemental roles and suffi-
cient situational understanding of the task, it could also result from unequal contributions between 
partners or disengagement from the task. In the following dialogue excerpt (Table 10), S2 focused 
on sorting out all the different colors, while S1 requested control over the mouse and later on 
argued with S2 about the color being “violet.” Given this apparent disagreement and divergence on 
the usage of task-related words, it is not surprising to see that this pair of students both reported low 
satisfaction with their partner (average score was 3.5, S1 received 3.33, and S2 received 3.67). 
These examples highlight the differences in the use of task-related words and their social out-
comes. Further study is needed to continue to examine the dynamics of linguistic divergence on 
task-relevant words and its role in collaborative learning.

To address RQ3, which asks how linguistic alignment is related to satisfaction outcomes: the 
only significant predictor of a student’s partner’s satisfaction was the student’s linguistic alignment 
with themselves. We did not observe a significant effect of linguistic alignment with a partner on 
satisfaction outcomes. This finding contrasts the results in the work by Fusaroli and Tylén (2016), 
who found that interactive alignment (partner alignment) has a stronger effect on predicting coor-
dinative performance than the baseline self-alignment. Considering the small sample size ( )n = 48  
of our study, it is possible that partner alignment still contributes to partner satisfaction, but the 
effect of self-alignment is so strong that it masks the effect of partner alignment. Below, we provide 
possible explanations on why self-alignment might potentially influence partner’s satisfaction.

First, to reiterate, self-alignment on non-task words is positively correlated with a partner’s 
satisfaction. Repetitive words might be encoded and processed more quickly by the listener. 

Table 9.  A Dialogue Excerpt of a High-Satisfaction Pair of Students Who “Diverged” With Each Other 
on Task-Relevant Words.

Speaker Utterance

S1 No, let is switch. Like, on the other variable.
S2 What is the third part? Okay. This is what the light difference when it. wave light 

vibrations second party. At the red of the spectrum to 380.
S1 Should be the main screen. Let is switch this. Okay. Wait, this alone is. All right. Now, 

this time.
S2 I think so. So, like, if the ratio between those two. Then, the color should be vibrant.
S1 Choose the wavelength of each color. Disconnect the when. Big, block in the 

previous code.
S2 Like, is the wave color supposed to change? Is the wave color supposed to change?
S1 Um, I think it is supposed to be the wave form.

Task-relevant words are highlighted in bold. S1 and S2 are two speakers in the current dialogue.
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Psycholinguistics research on lexical access reveals that locating a particular word may require 
activating a particular pathway in memory. Lexical access pertains to the mechanism by which 
words stored in our memory are recognized and produced during the act of language comprehen-
sion and production (Levelt et al., 1999). On the contrary, semantic access deals with the retrieval 
of meaning associated with words, which is essential for understanding sentences and discourse. If 
the words are repeated, the searches down that path to the word might occur more rapidly than a 
new word (Levelt et al., 1999; Pickering & Gambi, 2018). High self-alignment on non-task words 
could result in stronger priming for the listener. This priming, given the intertwined nature of lexi-
cal and semantic access, means that repeated or self-aligned words not only facilitate word recog-
nition but also the retrieval of associated meanings. Consequently, it might require less time for the 
listener to process the word in their memory and lead to a faster response time, reducing the lis-
tener’s cognitive load and making the listener more satisfied with their self-aligned partner on the 
collaboration task.

The negative relationship between syntactic self-alignment and partner’s satisfaction possibly 
indicates that the processing benefits of repetition may differ for lexical versus syntactic structures. 
Alignment theories based on grounding (Holler &Wilkin, 2011) suggest that there is a flexible 
relationship between behavioral alignment (on various linguistic levels) and alignment of concep-
tual representations, in contrast to alignment theories based on priming, which argue that align-
ment percolates across multiple linguistic levels (Garrod & Pickering, 2004). Thus, alignment of 

Table 10.  A Dialogue Excerpt of a Low-Satisfaction Pair of Students Who “Diverged” With Each Other 
On Task-Relevant Words.

Speaker Utterance

S1 Can I have the mouse back?
S2 If control . . . gotta put the forever sign. How many are there? There are one . . . 

one, two, three, four, five, six. We need six more of these things.
S1 Woah! Could I have the mouse?
S2 Three, four, five. Five right? How many colors are in the rainbow? Red, 

orange, green, yellow, blue, . Six.
S1 Gray . . .
S2 G . . . G wait what?
S1 Wait, no, it is seven!
S2 Forget it. It does not even matter. If . . . if . . . okay now you can
S1 Okay.
S2 What the heck is wrong with you?
S1 Wait, no. Is not that supposed to be violet?
S2 No this is too dark. Then next is violet. Then is blue, then is orange, then is . . . 

no, then is green, then is yellow, then is orange, then is red.
S1 Hold on. No, it is . . . three hundred fifty is violet.
S2 Yeah yeah but, here it says too dark. Dark. The color will be dark.
S1 No. Three hundred eighty to . . . So if it is larger than seven hundred fifty 

and bigger . . . So if it is smaller . . .
S2 Oh it is not say. It is we. It is will. The color will be darker. It is not say. I am so 

stupid. Think change.
S1 Change ghost effect . . . . . . color! Color color color.
S2 Wait. Wait wait wait.

Task-relevant words are highlighted in bold. S1 and S2 are two speakers in the current dialogue.
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syntactic structures does not necessarily represent situated understanding in collaborative learning. 
In this age group, students who are more syntactically self-aligned are likely to be repeating very 
similarly structured sentences over time without responding to what their partner is saying, which 
may lead to low partner satisfaction. Another possible explanation for this negative relationship 
between syntactic self-alignment and partner’s satisfaction could be that in collaborative dialogue, 
speakers frequently adjust their way of referring to an object: in other words, paraphrasing. 
Paraphrasing facilitates comprehension (Escudero et  al., 2019). One particular paraphrasing 
method is to alternate the syntactic structure but keep the same semantic meaning (e.g., “Is there . 
. . Is that right?” uttered by one student during the task, then reiterated in a later turn by the same 
student as, “Is there c? I feel like that is not right.”). Our finding indicates that a partner might favor 
a speaker who paraphrases more frequently and applies a more divergent set of syntactic structures. 
Further research needs to pursue a deeper understanding of the role of paraphrasing, as well as this 
relationship between syntactic self-alignment and social outcomes.

In our study, the distinct role of self-alignment might be attributed to adolescent linguistic 
development. While not always considered, as Nippold (2000) explains, adolescence is a pivotal 
phase in language development even though it may appear more subtle than linguistic development 
during the toddler or early school ages. Nippold et al. (2014) showed that during development, 
“adolescents can be expected to demonstrate considerable diversity on the use of complex syntax 
in spoken discourse.” Middle school students straddle childhood and adulthood leading to a com-
bination of linguistic experimentation and the reinforcement of learned patterns.

Transitioning from the linguistic development of adolescents, it is also important to consider the 
impact of external factors such as sociolinguistic and pragmatic development from an early age. 
For instance, Fish and Pinkerman (2003) demonstrated that children from low socioeconomic 
backgrounds displayed lower language skills compared with their peers from a control group as 
early as their entry into kindergarten. This shows how environment and socialization play a critical 
role in language development from a young age.

The self-alignment among our participants might reflect an effort to maintain a consistent lin-
guistic identity. In contrast, adults, having established their linguistic styles, might be more inclined 
to align with their conversation partners, as demonstrated in the study by Fusaroli and Tylén (2016). 
In addition, as adolescents leave the home and family environment, they seek to form identities 
aligning with the wider social order leading to linguistic change and variation (Eckert, 2014). The 
notable self-awareness of identity, coupled with the quest for societal alignment, might elevate the 
role of self-alignment in our corpus.

Drawing this developmental perspective into our analysis, the observed linguistic behaviors in 
our corpus might not only be a product of the task at hand but also reflective of broader cognitive 
and sociolinguistic characteristics unique to adolescence.

This study has some limitations that need to be addressed. First, our sample size is relatively 
small, with only 48 students. Consequently, nonsignificant results regarding partner alignment on 
satisfaction should be interpreted with caution. Meanwhile, with our focus on syntactic and lexical 
alignments, we did not examine alignment at other linguistic levels (e.g., acoustic, phonetic, and 
semantic), and we did not investigate how alignment changes as conversation unfolds over time. 
Another point to consider is that we manually removed instances of third-party interventions, like 
those from teachers, which might have influenced the timing and content of linguistic input 
between pairs. Although this was accounted for in our statistical models, the potential variability 
introduced by such interruptions was not comprehensively studied. Future research should extend 
the scope of inquiry to understand linguistic alignment across multiple levels, study the dynamics 
of alignment over the course of conversations, and investigate the impact of collaborative out-
comes further.
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5 Implication and conclusion

Linguistic alignment holds great promise for understanding team dynamics and assessing team 
outcomes. Computer science tasks are cognitively demanding because they involve logically for-
mulating and solving problems (Wing, 2014). There is a need to better understand the role of lin-
guistic alignment and its relationship with collaborative outcomes in such complex tasks. In this 
study, we examine whether middle school students linguistically align with themselves and with 
their partners during a collaborative pair-programming task. We also investigate how the alignment 
is correlated with one collaboration outcome: partner satisfaction.

The findings of this article hold both theoretical and practical implications. Theoretical research 
on linguistic alignment and various collaboration outcomes is primarily conducted among adults. 
As we observed in our corpus, young learners exhibit different social dynamics than adult learners 
during collaborative learning tasks. Our findings suggest a stronger self-alignment than partner 
alignment, which is consistent with prior literature. While a majority of prior work has focused on 
the effect of partner alignment, the stronger effect of self-alignment on partner’s satisfaction sug-
gests a seemingly important functionality of self-alignment and undesirable partner alignment in 
this context, which warrants more exploration in the research community.

From a practical standpoint, understanding the level of linguistic alignment between youth 
learners and their collaborative partners can inform the design of artificial intelligence (AI)-enabled 
learning environments. Automated measures of linguistic alignment can provide real-time assess-
ments of social presence and relationships among student groups, allowing instructors to adjust 
collaborative scripts accordingly. In addition, agents can leverage proper linguistic alignment strat-
egies to enhance interactions with learners and potentially foster rapport. Further research is needed 
to explore the potential of linguistic alignment in collaborative learning contexts.
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Notes

1.	 The results reported in this paper’s “Results” section are qualitatively the same after excluding the four 
students who participated in both rounds.

2.	 S: sentence; NP: noun phrase; PRP: personal pronoun; VP: verb phrase; VBP: verb; JJ: adjective; NNS: 
plural noun. The full tagset is available at Penn Treebank (Santorini, 1990).

3.	 “Trunc(lb = 1)” means the response variable is zero-truncated. “(1 + Count prime self + Count prime 
partner | Group)” means that we included group as a random effect, with a random intercept and random 
slopes for the effects of Count prime self and Count prime partner. The other terms with the “(1 | X)” 
structure are included as random intercepts in the model.

4.	 “(1 + SILLA own + SILLA partner + non-task LILLA own + non-task LILLA partner + task LILLA 
own + task LILLA partner | Group)” means that we included group as a random effect, with a random 
intercept and random slopes for the effects of SILLA own, SILLA partner, non-task LILLA own, non-
task LILLA partner, task LILLA own, and task LILLA partner. The other terms with the “(1 | X)” struc-
ture are included as random intercepts in the model.
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Appendix

Task-relevant word list

30 15000 80 740 380 450 495 570 590 620 750 2 3 8 5 0 1 ten twenty thirty forty fifty sixty seventy 
eighty ninety hundred zero one two three four six seven eight nine ten eleven twelve thirteen four-
teen fifteen sixteen seventeen eighteen nineteen double duplicate increase multiple none negative 
positive several single triple twice sprite code variable letter uppercase run program slider click left 
block value green flag if and loop first second random image copy keyboard mouse by forever 
change timer create blank arrow control down up entry than link save cloud big set edit add start 
move remove red stop never decrease counter merge combine x y pick button tab option name 
show wave main intensity color light amplitude speed frequency wavelength bright perfect dark 
visible violet blue green yellow orange red disconnect dim less larger between smaller greater too 
bird centimeters live reproduce break short die seconds long clone identical parent average size 
generation survive background length increase location less origin grow exponentially generate 
minus negative faster too old legacy fly children evolution different original spawned disappear 
simulation.
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